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Calculations on the excited states of bicyclo[1.1.0]butane in the gas phase by different theoretical methods
using several basis sets were performed. In general, the agreement between calculated and experimental
excitation energies for bicyclo[1.1.0]butane in the gas phase is very good. Reviews of the solution-phase
photochemistry of bicyclo[1.1.0]butane as well as previous calculations on the ground and excited states of
bicyclo[1.1.0]butane are given to provide a necessary perspective of the photochemistry of bicyclo[1.1.0]butane
in solution. To simulate the solution-phase photochemistry of bicyclo[1.1.0]butane, a well potential is added
to the Kirkwood-Onsager model for obtaining solvation energies of molecules in solution. The addition of
the well potential gives rise to a blue-shift of all gas-phase excitation energies in solution. However, there is
also the very important added effect of providing an increase in Rydberg-valence mixing of solution-phase
excited states. It is this mixing of antibonding valence character into the solution-phase excited states that is
necessary to explain the solution-phase photochemistry of bicyclo[1.1.0]butane through bond-breaking and
the formation of a conical intersection intermediate.

1. Introduction

Thevacuumultraviolet (VUV)spectrumofbicyclo[1.1.0]butane
(BCB) has been examined in some detail,1 and it is clear that
the excited states are best described as Rydberg states with an
electron in a diffuse orbital associated with a radical cation core.2

The photochemistry of BCB has also been studied with
irradiation of BCB at 185 nm in solution leading to both
butadiene (BD) and BCB.3 There has been an early MCSCF
study of the electronically excited states of BCB.4,5 The basic
problem concerns how Rydberg states transform into valence
states to yield the observed products. Recent developments have
led to an ability to accurately determine the excited states of
organic molecules. In this work, we examine the excited states
of BCB with a view toward understanding which excited states
lead to photochemical products.

2. Experimental Photochemistry of Bicyclo[1.1.0]butane

Berson et al.3a examined the photolysis of deuterium labeled
BCB, which gave the following results:

In this study, BD-d4 was formed to a greater extent (10:1)
than cyclobutene (CB). Another study indicated that the two
products were formed in an approximately 1:1 ratio.3b To obtain
further data, the photolysis of bicyclo[1.1.0]butane-2-13C also

was examined and suggested that there are two pathways for
the photochemical reaction of BCB:

one that involves cleavage of the central C-C bond; and another
in which the bridgehead bond is retained but diagonally opposite
C-C bonds are broken to form the BD product. In view of the
greater formation of CB in the later study, it is tempting to
think that this product is initially formed from the cleavage of
the C-C central bond and that BD is, in considerable measure,
formed by its further photolysis, as shown by the possible
following pathway:

Butadiene-1,1,4,4-d4 could also be formed by a concerted
pathway for a symmetry-allowed disrotatory conversion of BCB
to BD that retains the central C-C bond. However, the* To whom correspondence should be addressed.

SCHEME 1

SCHEME 2

SCHEME 3

J. Phys. Chem. A 2009, 113, 1686–16951686

10.1021/jp807407c CCC: $40.75  2009 American Chemical Society
Published on Web 02/03/2009



experimental results confirm a 2:1 ratio favoring pathway (a)
over (b) for forming BD-d4.

3. Previous Calculations on Bicyclo[1.1.0]butane

3.1. Ground State. The thermal decomposition of BCB to
BD has been studied in detail both experimentally6 and
theoretically.7 The experimental studies and early CNDO study
indicate that the thermal ring opening might pass through a
symmetrical transition state (TS) by breaking two opposite side
bonds at the same time and by rotating the two terminal CH2

groups in a concerted symmetry-allowed conrotatory sense. This
conclusion is in good accord with the Woodward-Hoffmann
rules.8 Using semiempirical MINDO/3 calculations, Dewar and
Kirschner7b proposed a nonconcerted mechanism involving a
diradical intermediate. Turro9 showed that 1,8-naphthotricyclo-
[4.1.0.02,7]heptane was converted to pleiadiene upon direct
irradiation of light (<300 nm) but could also interconvert
photochemically to the starting product, albeit by different
mechanisms.

Performing MP2/3-21G calculations, Shevlin and McKee7c

also suggested that the ring opening of BCB to form BD
involves an asynchronous pathway with one C-C side bond
substantially lengthened to produce a diradical. Nguyen and
Gordon7d used accurate MCSCF calculations to obtain an
activation barrier of ∼41 kcal mol-1 for a concerted, asynchro-
nous, conrotatory, ring-opening of BCB, which leads directly
to BD. In agreement with symmetry rules, they found that the
disrotatory opening passed through a higher-energy transition
state (∼67 kcal mol-1).

Davis et al.10 studied the isomerization of 1,3-tricyclo-
[3.1.0.02,6]hexane using MCQDPT2 and CCSD(T) calculations
at multiconfigurational and single-configurational levels of
theory. They found that the isomerization process proceeded
through an initial (E,Z)-1,3-tricyclo[3.1.0.02,6]hexadiene inter-
mediate following a concerted, asynchronous pathway resulting
from the conrotatory opening of the BCB fragment at a cost of
∼43 kcal mol-1, which then travels over a small second barrier
to the final (Z,Z)-1,3-tricyclo[3.1.0.02,6]hexadiene product. A
second concerted pathway leading directly to (Z,Z)-1,3-
tricyclo[3.1.0.02,6]hexadiene was also calculated to have an
activation barrier of 54 kcal mol-1.

The conrotatory and disrotatory mechanisms for the conver-
sion of BCB to BD was again tested in a completely renor-
malized coupled-cluster (CR-CCSD(T) and CR-CC(2,3)) study
by Kinal and Peicuch.7e Their results correctly predict the barrier
for the conrotatory pathway, corresponding to a weakly biradical
transition state with an activation barrier of 40.8 kcal mol-1 or
∼41.1 kcal mol-1, in excellent agreement with experiment. The
CR-CCSD(T) and CR-CC(2,3) methods also predict the correct
barrier for the higher energy disrotatory pathway at ∼66-69
kcal mol-1.

3.2. Excited States. The studies presented in the previous
section establish the existence of a concerted, asynchronous
pathway leading to an unsymmetrical transition state but
complicate the idea of expecting simple symmetry rules that
might control either thermal or excited-state reaction.

As discussed previously in section 2, experimental results
for the photochemistry of BCB3 indicate that the ring-opening
might be the result of competing mechanisms. Srinivasan11

showed that there was a connection between BCB and BD in
the excited-state when a 5% solution of 1,3-butadiene in
cyclohexane was photolyzed at 254 nm. Hopf et al.12 demon-
strated that direct irradiation of a dilute solution of 2,3-di-tert-
butylbuta-1,3-diene in pentane using a 450 W Hg high-pressure

lamp leads to the production of 1,2-di-tert-butylbicyclo[1.1.0]-
butane. In contrast, the photolysis of the parent compound, buta-
1,3-diene yields cyclobut-1-ene as the major product, and BCB
is formed only in traces.11

Both detailed experimental spectral results and CIS studies
showed that all low-lying excited states had mainly Rydberg
character.1,2 Early MCSCF studies5 pointed qualitatively to
competing mechanisms associated with different lower excited
states based on electron populations, which excited states with
strong C-C bridgehead bonds and others with strong C-C side
bonds. Valence ionization potentials, low-lying electronically
excited states, and other properties of BCB, tricyclopentane,
tricyclohexane, and octabisvalene were investigated by Galasso13

using Green’s function techniques, the random phase ap-
proximation (RPA), and the equations-of-motions (EOM) ap-
proach. Reasonable values for ionization potentials and excited
states were obtained when compared to compounds whose
experimental results were known.

Computational evidence for a concerted formation of highly
alkylated dienes to produce substituted BCB was provided by
Garavelli et al.14 The potential energy surfaces for the reaction
of 1,3-butadiene to CB and BCB in the ground and lowest
excited states were calculated by Sakai15 using the CASSCF
method. Rydberg functions were not included in the basis. The
difference between the CB and BCB pathways is attributed to
a dynamical momentum, which favors the CB pathway. A
CASPT2//CASSCF study of mechanism for the photolysis of
2,3-diazobicyclo[2.1.1]hex-2-ene under direct irradiation16 shows
that, for the S1 state, one C-N bond is broken first to generate
a diazenyl radical, which then results in the BCB photochemical
product through a concerted second C-N cleavage and C-C
coupling process. A hybrid molecular mechanics/valence bond
method to perform nonadiabatic dynamics calculations was used
by Garavelli et al.17 to explore the complex mechanism of the
photolysis of s-cis butadiene, which undergoes several compet-
ing photochemical rearrangements. They found that both the
experimental and simulated product distributions are in qualita-
tive agreement.

4. Computational Details

Both ground- and excited-state calculations on BCB were
performed using Gaussian,18 Gamess,19 Molpro,20 and MOL-
CAS21 programs. The EOM-CCSD excited states were calculated
using ACES II.22 The CASSCF calculations were carried out
with the Gaussian,18 Gamess,19 Molpro,20 and MOLCAS21

programs. A 6-31G* basis23 augmented with Rydberg s, p, and
d functions was used as the basis set. The basis for the Rydberg
functions was obtained from an STO-6G expansion using
exponents 0.483 (3SP) and 0.333 (3D) derived from Slater’s
rules. The Rydberg functions were either added to the two-
bridgehead carbon atom or placed at the center of geometry of
BCB. The starting point of the active space for BCB is taken
from Nguyen and Gordon7d (CASSCF(10,10)), which included
five doubly bonded C-C framework molecular orbitals and their
corresponding antibonding partners. To this reference space was
added the diffuse s, p, and d Rydberg functions leading to

active spaces. To include dynamical correlation energies,
CASPT224 calculations were performed with the same basis set
and active space.
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Solvent effects were calculated using both the Kirkwood-
Onsager25 and polarizable continuum26 models. To mimic the
solute-solvent exchange repulsion, a repulsive well potential
is added to the Kirkwood-Onsager model using the MOLCAS
program.27 The solvent used was cyclohexane. An important
parameter in this model is the cavity size. A CASSCF
calculation on the ground-state of BCB was performed with
Gaussian 03 using the volume keyword, which gave a value of
the cavity radius a ) 3.52 Å. Using the formula a3 )
(3)/(4πN)Vm, where Vm is the molar volume of cyclohexane and
N is Avogadro’s number, leads to the value a ) 3.50 Å. The
radial part of a Slater orbital can be expressed as

R(r)) rn-1e-[(Z-S) ⁄ n*]r (1)

where Z is the atomic number of the atom, S is the screening
constant, n* is the effective principal quantum number, and r
is expressed in atomic units.

The mean value of the orbital radius, of an electron in a Slater
orbital, shown in eq 1, is given by,28

〈 r2〉 ) [ n*
2(Z- S)]2

(2n2 + 1)(2n* + 2)a0
2 (2)

which yields 〈r2〉3s,3p ) 16.8 Å2 and 〈r2〉3d ) 35.3 Å2. Ap-
proximate values for the radial extent are then given as r 3s,3p

rms ∼
4.1 Å and r3d

rms ∼ 5.9 Å. If the cavity size is approximately 3.52
Å as determined above, then a significant portion of the electron
density will penetrate into the solvent region.

Any attempt to optimize the cavity without the exchange
repulsion term leads to the collapse of the solvent cavity.
Because the SCRF model as implemented in MOLCAS allows
for an additional exchange repulsion term between the solute
and solvent, a minimum in energy can usually be obtained at a
specific cavity radius. For the BCB-cyclohexane system, it was
not possible to locate an energy minimum for the solvent cavity
by optimizing the cavity radius with the Kirkwood-Onsager
model plus the well potential. Instead, the effect of different
cavity sizes on excitation energies was explored by assigning
the center of the cavity, the origin of the well potential, and the
BCB molecule at the origin of the coordinate system.

The SCRF model as proposed in MOLCAS is essential for
understanding Rydberg states in solution. For excited valence
states, the cavity size that is derived for the ground-state
probably works within the PCM formalism, but for excited
Rydberg states, where the spatial extent is extremely large, one
has to include the repulsion term, otherwise there is leakage of
the electron density into the dielectric continuum.

Studies of calculating gas-phase electronically excited states
have demonstrated the importance of taking into account
dynamical correlation. The SCRF model is incorporated into
CASPT2 calculations by modifying the one-electron Hamilto-
nian yielding the CASPT2-RF approximation.

5. Experimental and Calculated VUV Spectra

5.1. Single-Determinant Methods. As part of our study, the
results were obtained using single reference configuration
methods including CIS,29 RPA,30 TDDFT,31-33 and EOM-
CCSD30 methods. The ground-state structure was optimized at
the MP2/6-31G* level and gives good agreement with the
experimental structure.2 The results for the first 10 excited states
calculated at this geometry for several methods using the 6-311(2
+ 2+)G** basis set are summarized in Table 1. Both the TD-
B3P86 and the EOM-CCSD methods give good agreement with
the experimentally observed excitation energies.1,1b,34

5.2. CASSCF and CASPT2 Results. The CASSCF and
CASPT2 results for BCB are summarized in Table 2.

The experimental and simulated spectra at EOM-CCSD and
TD-B3P86 levels are shown in Figure 1, whereas similar spectra
derived from TDDFT methods can be found in Figure 2. The
simulated VUV spectra are obtained by representing each
excited-state peak by an analytical Lorentzian function, and the
whole spectrum is the sum of contributions from all of these
peaks on a point-by-point basis. The bump in the TD-B3P86
simulated spectrum in Figure 1 is due to the cutoff of a tail for
a strong peak at high energy.

Whereas both the EOM-CCSD and TD-B3P86 methods agree
fairly well with the experimental spectrum as shown in Figure
1, it can be seen from Figure 2 that the BLYP and B3LYP
functionals underestimate the experimental excitation energies.
On the other hand, the B3P86 functional yields excellent
agreement with the experimental spectrum but the M052X
functional shifts the spectrum to higher energy.

6. Adiabatic Excited States

6.1. Excitation Energies and Geometries. The adiabatic
excited states of BCB may be important in its photochemistry.
The excited-state energies for both neutral BCB and its radical
cation using the CIS/6-311(2+,+)G**, TD-B3LYP/6-311++G**,
and EOM-CCSD/6-311++G** methods are presented in this
section. The CIS/6-311(2+,+)G** method is related to
Hartree-Fock and does not include correlation effects, the TD-
B3LYP/6-311++G** method is related to TDDFT and includes
some of the effects of electron correlation, whereas the EOM-
CCSD/6-311++G** method is generally considered to be one
of the most satisfactory single determinant methods for including
electron correlation. Because the core region of Rydberg states
is similar to that of BCB radical cation, one would expect the
geometry of adiabatic excited states to adopt structure similar
to the radical cation core. In Table 3, the optimized structures
and vertical and excitation energies at the CIS/6-311(2+,+)G**
level are given for first few adiabatic excited states. This
expectation is confirmed except for the 11B1 state, which has a
much longer central bond length than that of radical cation (∼2.0
Å vs ∼1.7 Å). The radical cation itself has longer central bond
than the ground state (∼1.7 Å vs ∼1.5 Å).

Basis sets are a concern in our calculations for vertical excited
states, as discussed previously in section 5. To further investigate
the effect of basis sets, excited states of BCB were optimized
using a 6-31G(d,p) basis + diffuse Rydberg functions on the
bridgehead carbons. These calculations yielded structures similar

TABLE 1: Calculated Transition Energies in Electron Volts
(eV) of BCB for Several Single-Determinant Methods Using
the 6-311(2 + 2+)G** Basis Set; the Oscillator Strengthsa

for Each Transition are Given in Parentheses

state CIS RPA TD-B3P86 EOM-CCSD observed

2A1 6.80(0.001) 6.79(0.001) 6.20(0.000) 6.27(0.000) 6.1
3A1 7.17(0.046) 7.16(0.043) 6.53(0.044) 6.61(0.042) 6.6
1B2 7.38(0.000) 7.38(0.000) 6.65(0.000) 6.80(0.000)
1B1 7.19(0.041) 7.18(0.039) 6.64(0.023) 6.70(0.032) 6.6
2B2 8.10(0.007) 8.09(0.008) 7.46(0.007) 7.65(0.005)
4A1 8.11(0.001) 8.10(0.001) 7.29(0.000) 7.59(0.000)
2B2 8.13(0.011) 8.13(0.010) 7.35(0.009) 7.63(0.011)
1A2 8.14(0.000) 8.13(0.000) 7.49(0.000) 7.68(0.000)
5A1 8.17(0.002) 8.16(0.002) 7.35(0.001) 7.70(0.002)
6A1 8.35(0.000) 8.35(0.000) 7.52(0.001) 7.93(0.000)

a Oscillator strength: f) (2/3)(me)/(p2)(E2-E1)∑i
N ∑R)x,y,z|〈Ψ1|ri,R|Ψ2〉|2.
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to those listed in Table 3. The calculated C-H bridgehead bond
distance averaged over all states is 1.085 Å. For the CH2 group
in BCB, the two C-H bond lengths averaged over all of the
states are 1.091 and 1.103 Å. The smaller basis sets for the
adiabatic 11B1 excited state shows that the diffuse function in
6-31+G* reduces the vertical excitation energy by ∼2.4 eV,
yet has only minor effects on the optimized structure of the
adiabatic excited-state and the adiabatic excitation energy. The
adiabatic excited-state structures at the CIS/6-31+G* level
generally confirm the findings at the CIS/6-311(2+,+)G** level.

Correlation effects are also important for obtaining accurate
adiabatic excited-state structures. The CIS method is based on
Hartree-Fock, so correlation effects are not included. Results
at TD-B3LYP/6-311++G** level for 13 lower excited states
provide results similar to those for CIS/6-31+G*. However, the
optimization of the 11B1 excited-state was not successful because
the excitation energy becomes very small (<1 eV) when the
central bond is stretched to ∼2.0 Å, and convergence problems
arose presumably because many additional configurations were
required.

In the family of single reference methods, EOM-CCSD
includes the correlation effects through the coupled cluster
theory and is a reliable method for the study of excited states.
The results for the EOM-CCSD/6-311++G** method are listed
in Table 4. An extremely long central bond in the 11B1 excited-
state is again found. It is interesting that the first excited 11B2

state has a shorter central bond than the ground state.
The results of optimized excited states for BCB calculated

with single-determinant reference wave functions including CIS,
RPA, TDDFT with several exchange potentials and EOM-CCSD
are obtained in the gas phase and cannot be directly compared
with those CASSCF and CASPT2 results that include solvent
effects for excited states and photochemical pathways. However,
they do provide an adequate description of the excited-state
spectrum as well as important structural parameters.

7. Solute-Solvent Exchange Repulsion in Solution

Cramer35 provides an excellent discussion of implicit solvation
models in helping to understand the physical nature of con-

TABLE 2: CASSCF and CASPT2 Results of BCB

state configuration CASSCFa,b CASPT2a,b experimentb oscillator strengthc 〈r2〉 d

11A1 · · · (7a1)2 -155.006493 -155.391221
15.6

21A1 · · · (7a1)1(3s)1 -154.791466 -155.164322 ∼6.1
5.85 6.17 0.001 30.5

11B1 · · · (7a1)1(3px)1 -154.788285 -155.149284 ∼6.6
5.94 6.58 0.052 30.2

11B2 · · · (7a1)1(3py)1 -154.779542 -155.145588
6.18 6.76 0.000 31.8

11A2 · · · (7a1)1(3dxy)1 -154.757695 -155.117543
6.77 7.45 0.256 47.8

12A1 · · · (7a1)1 -154.717103 -155.064290 ∼9.1
7.87 8.89 0.000 11.3

a Total energies are in atomic units (au). b Excitation energies are in electron volts (eV). c Oscillator strength: f ) f ) (2/3)(me)/(p2)(E2 -
E1)∑i

N ∑R)x,y,z|〈Ψ1|ri,R|Ψ2〉|2. d 〈r2〉 are in units of Å2.

Figure 1. Experimental and simulated VUV spectra at the EOM-CCSD
and TD-B3P86 levels of approximation using the 6-311(2 + 2+)G**
basis set.

Figure 2. Simulated spectra of BCB using representative TD-DFT
methods with the 6-311(2 + 2+)G** basis set.

TABLE 3: Excited-State Properties of BCB Calculated with
C2W Symmetry Employing the CIS/6-311(2+,+)G** Methoda

Energies (eV)b Structural Parametersc (Å)

state vertical adiabatic
bridgehead

C-C
side bond

C-C
puckering angled

CH2-•-CH2

11A1 0.00 0.00 1.503 1.503 121.8
21A1 6.80 6.00(5.36) 1.709 1.480 135.7
11B1 7.19 5.42(1.97) 1.976 1.484 156.6
11B2 7.38 6.55(5.84) 1.722 1.484 134.8
21B1 8.10 6.83(5.49) 1.797 1.490 142.5
12A1 7.37 1.699 1.492 133.8

a Structures for the ground- and excited-neutral states, as well as
radical cation structures, of BCB are calculated at the HF/6-311-
(2+,+)G** level. b Values in parentheses are optimized structures at
the CIS/6-311(2+,+)G** level. c For the CH2 group in BCB, the two
C-H bond lengths averaged over all states are 1.084 and 1.100 Å.
d CH2-•-CH2 is defined as the puckering angle in degrees where • is
the midpoint of the C-C bridgehead bond.
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densed systems. In this section, we will expand on this
discussion to specifically take into account the exchange
repulsion between the solute and solvent, which is purely a
quantum mechanical effect.

For the polarizable continuum model (PCM),26 the free energy
of solvation (∆Gsol) is typically partitioned into electrostatic
(∆Gelect) and nonelectrostatic (∆Gnonelect) terms. The electrostatic
component is calculated by an ab initio treatment for a solvent
in a polarizable continuum, neglecting solute-solvent coupling
interactions related to dispersion and exchange repulsion. The
nonelectrostatic terms, including cavitation, dispersion, and
repulsion, are computed directly using classical expressions
involving pair potentials and empirical expressions related to
the surface area of atoms. There have been recent attempts36,37

to simultaneously evaluate the electrostatic solute charge
distribution, exchange repulsion, and dispersion contributions
in a self-consistent manner upon solvation. Results were
obtained for four solvents including water, octanol, chloroform,
and carbon tetrachloride using both Hartree-Fock (HF) and
DFT for a wide variety of basis sets which pointed to a solvent-
dependence of dispersion and repulsion terms. Whereas the
quality of the basis set had little effect of the repulsion
component, it did influence the dispersion component. Particu-
larly for water, the agreement between the quantum mechanical-
SCRF and classical treatments of dispersion and repulsion was
reasonably good. The quantum mechanical-SCRF36,37 methods
were developed at the HF and DFT levels and did not include
dynamic correlation. In addition, the results were calculated only
for ground-state properties.

The basic idea behind the effective fragment potential (EFP)
model38-40 as applied to a solute-solvent system is to replace
the solvent molecules with rigid fragments, which can interact
with the solute molecule through nonbonded interactions. The
solute molecule is represented by an ab initio wave function,
whereas the nonbonded interactions implemented in the EFP
include coulomb interactions, dipole polarizabilities, and repul-
sive potentials both between EFPs and between the EFP and
the ab initio system.

Another approach by Karlström41 involves studying the solute
molecule by quantum mechanical methods and the surrounding
solvent as two components: part dielectric continuum and part
discrete solvent representation. The explicit representation
component allows for the effect of both dispersion and Pauli
exchange repulsion.

For the Kirkwood-Onsager model,25 the surrounding solvent
molecules are approximated by a dielectric continuum. A
spherical cavity, with radius a, is surrounded by a dielectric
continuum,

H)Ho+HRF +HWP (3)

and the generalized cavity field is given as

Φl
m ) 1

4πεo

(l+ 1)(ε- 1)
(l+ 1)ε+ 1

µl
m

a2l+1
(4)

The energy contribution from the induced field is computed
from the interaction between the multiple moments of the solute
molecule and the electric field induced by them:

ERF )-1
2∑l,m Φl

mµl
m (5)

This is a crude approximation because only electrostatic
effects are taken into account while dispersion and repulsive
effects are ignored.

Bernhardsson et al.42 and Serrano43 augmented the cavity
model with an approximation to describe the Pauli repulsion of
the solvent electrons and the molecular solute, which forces the
solute electrons to remain in the cavity and not penetrate the
surrounding surrounding dielectric continuum. The Pauli ex-
change repulsion is modeled by a potential (VPR) to describe
the solute-solvent interaction. A repulsive well potential is
added to the Kirkwood-Onsager model to avoid leakage of
charge outside the cavity:

VPR )∫∫∫ F(r, θ, φ)f(r) dr dφ dθ (6)

and

f(r))∑
i

wie
-�i(r-r0,i)2

(7)

where wi is a weighting factor, �i an exponent, and r0,i is the
radius of each spherical shell function. The parameters used
for the self-consistent reaction model for cyclohexane are given
in Table 5.

7.1. Excited States of BCB in Solution. When a molecule,
like BCB, is excited to a Rydberg state in the gas phase, the
excited electron can freely expand to the available volume. The
same Rydberg excited-state in solution will have a severely
constrained spatial extent and experience a strong electronic
repulsion with the surrounding solvent molecules. These effects
must be taken into account in any model that describes the
excited states and subsequent photochemistry of BCB.

Performing CASSCF-SCRF and CASPT2-RF calculations
with a repulsive potential42 on formamide and N-methylaceta-
mide, Besley and Hirst44 showed that the Rydberg states are
destabilized by the Pauli repulsion with the solvent. Crespo et
al.45 found that the lowest two excited Rydberg states in

TABLE 4: Excited-State Properties of BCB Calculated with
C2W Symmetry Employing the EOM-CCSD/6-311++G**
Methoda

State Energies (eV)b Structural Parametersc (Å)

verticle adiabatic
bridgehead

C-C
side bond

C-C
puckering angled

CH2-•-CH2

11A1 0.00 0.00 1.501 1.501 121.8
21A1 6.49 5.55(5.41) 1.671 1.488 135.4
11B1 6.98 5.34(3.16) 1.934 1.481 152.8
11A2 7.07 6.17(6.01) 1.681 1.495 133.2
11B2 8.30 7.44(7.07) 1.387 1.576 106.4
12A1 8.54 1.695 1.496 133.8

a Structures for the ground- and excited-neutral states, as well as
radical cation structures, of BCB are calculated at the EOM-CCSD/
6-311(+,+)G** level. b Values in parentheses are optimized structures
at the CIS/6-311(2+,+)G** level. c The calculated C-H bridgehead
bond distance averaged over all states is 1.076 Å. d CH2-•-CH2 is
defined as the puckering angle in degrees where • is the midpoint of
the C-C bridgehead bond.

TABLE 5: Parameters Used in the Self-Consistent Reaction
Field Model for Cyclohexane

dielectric constant, ε 2.023
cavity radiusa, a 10.0
length of multipole expansion, lmax 4
Pauli repulsion parameters, VPR wi �i r0,i

a

1.0 5.0 12.0
1.0 3.5 13.0
1.0 2.0 15.0
1.0 1.4 17.0

a Values are in atomic units.
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n-tetrasilane are selectively blue-shifted when it is embedded
in a rare gas cluster.

7.2. Properties of Excited States of BCB in Solution. Our
calculations mimic the effect of solvent-solute repulsion by
observing the trend in properties of excited states, and the cavity
radius is varied as shown in Figure 3.

The shifts in excitation energies shown in Figure 3 provide
useful insight into the influence of cyclohexane solvent on the
electronic spectrum of BCB. As the cavity radius decreases,
the shift in excitation energy increases for the low-lying 21A1,
1B1, 1B2 and excited states because these states are below the
excited valence manifold, and the solvent destabilizes these
diffuse Rydberg states through the Pauli repulsion. The 21A1

state shows the lowest shift in excitation energy, in comparison
to the 1B1 and 1B2 states, because it has a large dipole moment
leading to an increased reaction-field stabilization as discussed
below. On the other hand, the shift in excitation energy for the
1A2 initially decreases and then remains constant at most cavity
sizes for a < 6Å. The 1A2 excited-state lies aboVe the excited
valence manifoled and is extremely diffuse but becomes
essentially valence in character at smaller cavity sizes. All
excited Rydberg states converge to their valence excited-state
partners as the cavity shrinks. The compact nature of valence
states makes them less susceptible to repulsive interactions. As
the cavity radius is increased to ∼6.5 Å, the 1A2 becomes
Rydberg and shows an increased shift in excitation energy. As
the cavity size increases even more, the effect of the repulsive
potential becomes negligible, the Rydberg states of BCB begin
to stabilize, and the excitation energies approach the gas-phase
values, yielding smaller shifts. For a larger cavity radius, the
Pauli repulsion is sufficiently weak, the Rydberg states are no
longer heavily penalized, and the Rydberg transitions approach
the gas-phase values.

Results obtained for excited Rydberg states in the gas phase
and in cyclohexane solution are given in the Table 6. The
extended Kirkwood-Onsager model with a VPR term between
the solvent and solute yields a larger blue shift for all excited
states rather than the standard Kirkwood-Onsager model. The
repulsive VPR term shifts the 1A2 state above the ionization limit
and has clearly been converted into a valence state. Note, that
the expectation values of 〈r2〉 are reduced for the excited states
of BCB when a VPR term is introduced. This reduction in 〈r2〉
reflects a shrinkage of the excited-state orbitals brought about
by an increase in valence mixing together with a concomitant

reduction in Rydberg orbital character. The net effect is that
the influence of a repulsive potential provides a constraining
force on the outer excited electrons to a smaller region of space.
This orbital constraint allows Rydberg-valence mixing and
changes the nature of excited states for BCB in solution. From
this result, the photochemistry from excited states of BCB is
expected to be influenced by the solvent. In contrast, the spatial
extent, 〈r2〉 , for the standard Kirkwood-Onsager model is the
same as for the gas phase. This model exhibits little difference
between the excited states of BCB in the gas phase or in solvent
and represents an inadequate representation of excited Rydberg
states in solution.

The Born energy for a dipole in its reaction field is given by

Gdipole )-1
2

µEreaction field )
µ2

4πε0a
3( ε0 - ε

2ε- ε0
) (8)

where µ is the dipole moment, Ereaction field, the reaction field, a,
the cavity radius, and ε0 and ε are the dielectric constants of
the solute and solvent, respectively. Using eq 8, one can see
that the reaction field energy is directly related to the magnitude
of the dipole moment. This result is reflected in Table 6 where
the 21A1 excited-state has a very large dipole moment and yields
a stabilization energy that is larger than for the other excited
states and in Figure 3 where the shift in excitation energy is
smallest.

The repulsive potential was not parametrized for organic
solute/organic solvent interactions and, consequently, the in-
teraction between BCB and cyclohexane imparted by the
repulsive well potential (VPR) is, perhaps, too large, leading to
very strong repulsive interactions. But the important point is
that a repulsive potential is needed to reflect an essential
component for cavity models that deal with the interaction of a
solute surrounded by a dielectric continuum.

7.3. Rydberg Populations for Excited States of BCB In
Solution. Rydberg populations for excited states of BCB in the
gas phase and in cyclohexane solution are given in Table 7.
Whereas the dependence of the Mulliken overlap population
on basis sets is well-known46 and should be used with caution
when diffuse basis functions are present, it is possible to look
at trends in populations with a fixed basis set. The Rydberg
populations for the gas phase and standard Kirkwood-Onsager
potential are essentially identical, which is very similar to the
trend for 〈r2〉 seen in Table 6. Thus, there is very little effect on
the composition of Rydberg states in the absence of a model
including Pauli repulsion. On the other hand, when the Pauli
repulsion is included via a well potential, there is a significant

Figure 3. CASPT2 shifts of excitation energies for BCB in solution
relative to the gas phase using cyclohexane solvent as a function of
cavity radius, a and employing an extended Kirkwood-Onsager model
which includes a VPR term.

TABLE 6: Transition Energiesa, Radial Extentb, and Dipole
Momentc (µ) for BCB in the Gas Phase and Cyclohexane
Solventd Using the Kirkwood-Onsager Model Both With
and Without a Repulsive Potential

Gas Phase Cyclohexane Solvent

state ∆EEx 〈r2〉 µ ∆EVPR
Ex 〈r2〉 µ ∆EEx 〈r2〉 µ

1A1 0.00 15.6 0.8721 0.00 16.7 0.7922 0.00 15.8 0.8186
21A1 6.30 30.5 8.2811 7.44 26.5 8.1649 6.37 30.4 7.3628
1B1 6.69 30.2 0.0724 8.08 27.3 0.3637 6.73 29.4 2.2196
1B2 6.77 31.8 2.6678 8.32 27.8 0.1598 6.90 31.5 1.3790
1A2 7.45 47.8 0.8063 10.54 16.3 1.0413 7.42 47.8 0.8320
2A1 8.79 11.3 0.7815 9.03 11.3 0.7884 8.99 11.3 0.8096

a Transition energies were calculated using CASPT2. b 〈r2〉 is in units
of Å2. c µ is in units of Debye. d Calculations with cyclohexane solvent
employed a cavity radius, a ) 5.29 Å for the extended
Kirkwood-Onsager model with a VPR term and a ) 3.52 Å for the
standard Kirkwood-Onsager model.
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drop in Rydberg population and reflects a mixing of valence
character into the excited states. This Rydberg-valence mixing
leads to important consequences for the photochemistry of BCB
as will be discussed in section 8. Whereas the theoretical
underpinnings of including a well potential term to mimic Pauli
repulsion may not be rigorous, the trend in results clearly
demonstrates that it is needed to induce valence-Rydberg mixing,
which, in turn, impacts the photochemistry by incorporating an
important valence contribution.

8. Photochemical Pathways of BCB

8.1. Excited States and Solution Photochemistry. Although
BCB, shown in Figure 4, and BD are structural isomers, they
are different in many aspects, and it is interesting to make a
comparison between them.

BCB is relatively rigid, whereas BD is quite flexible. BD
has trans and gauche isomers with the trans isomer ap-
proximately 3.0 kcal mol-1 lower in energy than the gauche.
BD has a conjugated π system resulting in strong absorption
peaks around 6.0 eV in VUV spectra.47 In contrast, the lack of
a π system in BCB results in weak absorptions starting at ∼6.7

eV.1 The reactivity of BD has been favorite subject for validating
the Woodward-Hoffmann rules8 and also the subject of detailed
studies of conical intersections.48,49 As discussed in section 3.2,
calculations on the pathway for the photochemical transforma-
tion of BCB to BD14,15 have been performed previously.

TABLE 7: Comparison of Rydberg Populations for BCB
Ground and Excited States in the Gas Phase and Solution

Rydberg Population

solutiona

state configuration gas phase no well well

11A1 · · · (7a1)2 0.04 0.04 0.04
21A1 · · · (7a1)1(3s)1 1.01 1.02 0.79
11B1 · · · (7a1)1(3px)1 1.03 1.03 0.88
11B2 · · · (7a1)1(3py)1 1.06 1.06 0.87
11A2 · · · (7a1)1(3dxy)1 1.02 1.02 0.05

a The solution calculations were obtained for cyclohexane
solvent employing a cavity radius, a ) 5.29 Å for the extended
Kirkwood-Onsager model with a VPR term (well), and a ) 3.52
Å for the standard Kirkwood-Onsager model (no well).

Figure 4. Figure of BCB along with atom numbering.

Figure 5. Lowest vibrational mode for the 21A1 excited state of BCB
in the gas phase having a normal-mode frequency of 703.13 cm-1.

Figure 6. Stretching/compressing energy as a function of the C1-C2

bond distance for the 21A1 excited state of BCB both in the gas phase
and solvent calculated with the CASSCF method.

Figure 7. Relaxed potential-energy curves for low-lying excited states
in the gas phase obtained from CASSCF calculations.

Figure 8. CASSCF(10,11)/6-31G*(Ry) optimized conical intersection
intermediate derived from mixing the ground 11A1 state of BCB and
the excited-state 21A1 dimethylenecyclobutane diradical, resulting in
methylene C-H bond cleavage and hydrogen migration To a region
hovering above three carbon atoms.
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In this section, we present both a unifying thread for the
photochemical decomposition of BCB into its products, which
include both BD and CB and the influence of solvent on the
photochemical pathway and product distribution. There are three
essential features of the solution-phase photochemistry, which
may account for the products:

1. The increased composition of valence antibonding orbital
character for excited states of BCB in solution, as shown by
Table 7, can promote bond breaking.

2. There is a cage effect in solution, which imposes constraints
on the formation resulting from photochemistry.

For example, the qualitative dimensions of BCB are 3.3 Å
× 2.8 Å × 4.8 Å versus 5.5 Å × 3.0 Å for BD. Thus, the
larger size of BD may give rise to increased solvent repulsion
along the pathway for ring opening, allowing other pathways
for the formation of products such as CB (2.6 Å × 2.7 Å × 1.7
Å) to become more competitive.

The cage effect may also be operative in the bond opening
and closing of the C1-C2 bond formed initially from excited
states of BCB.

That the cage effect may be operative can be seen from a
vibrational analysis performed on the minimum energy structure
of the 21A1 excited state. It was found to be a true energy
minimum having all real vibrational frequencies. The lowest
vibrational normal mode involves the stretching/compression
of the C1-C2 bond and is shown in Figure 5.

The low gas-phase normal-mode frequency of 703.13 cm- 1

allows the C1-C2 bond to be easily stretch or compressed as is
shown in Figure 6. Note that it is slightly easier to perform this
motion in solution.

3. A key role in the photochemical mechanism for BCB is a
nonadiabatic process, which passes through a conical intersec-
tion, leading directly to the CB photochemical product and a
reversion to the BCB reactant via two ground-state reaction
pathways.

A unique feature for all the low-lying excited states of BCB,
both in the gas phase and in solution, involves the weakening
bridge head C-C bond, as shown in Figures 6 and 7. As seen
in Figure 6, the intermediate obtained from the 21A1 excited-
state has an equilibrium bond distance of 1.7 Å, but only ∼5-10
kcal mol-1 is required to compress the C1-C2 bond to ∼1.5 Å.
This is important because, subsequent to excitation, the C1-C2

bond opens and closes many times allowing facile formation
of a conical section by mixing of the ground 11A1 and excited
21A1 states.

8.2. Photochemical Products and Conical Intersections.
The pathway for photochemical reactions generally proceeds
from excited-state reactants to ground-state products. For
pathways characterized as having a conical intersection (CI)
associated with radiationless decay,49 the photochemistry for
the excited-state reactions of BCB will be very efficient.

The existence of a concerted photochemical pathway for [1,2]
and [1,3] alkyl sigmatropic shifts was shown to go through a
conical intersection by Bernardi et al.50 Wilsey and Houk
reported conical intersections for hydrogen/Vinyl and alkyl/Vinyl
reactions.51 A type of conical intersection intermediate, which
contains a triangular arrangement of three carbon centers,
corresponding to a -(CH)3- unit with a hydrogen atom
hovering above, appears to be a general feature of conjugated
systems.49,52,53 At the CASSCF(10,11)/6-31G*(Ry) level, a CI
intermediate, shown in Figure 8, was obtained and found to be
5.69 eV above the ground state. The CI falls nicely into this
class of intermediates, and the energy above the ground state is
well within the 185 nm VUV wavelength used in the experiments.

Figure 9. Schematic diagram for the Franck-Condon (FC) excitation
of BCB to the 21A1 state, which relaxes to a diradical intermediate.
This is then followed by the formation of a conical intersection
intermediate (CI) by a nonadiabatic pathway. The CI produces
cyclobutene (CB) or reverts to BCB. Vibrationally excited BCB can
produce butadiene (BD) directly.

Figure 10. Minimum energy pathways for CI f cyclobutene (CB) formation (a) and CI f BCB reversion (b) obtained from CASPT2(6,6)/6-
31G* calculations. (a) The reference energy is taken as the lowest value on each MEP surface. (b) The CASSCF(6,6) active space included three
doubly occupied orbitals; two π allyl molecular orbitals, one bonded to the hydrogen atom, and their antibonding counterparts; and two C-C σ and
σ* molecular orbitals. To include dynamical correlation energies, CASPT224 calculations were also performed within this active space.
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A schematic diagram showing excitation of BCB to the 21A1

state followed by formation of a diradical resulting from scission
of the C-C bridgehead bond and conversion to a CI section is
shown in Figure 9. Subsequently, this CI is responsible for the
formation of CB or reversion to potentially vibrationally hot
BCB. Minimum energy pathways (MEP) in which the energy
is plotted versus the C-H distance for the migrating hydrogen
atom and the C-C distance for the reversion to BCB or
formation of CB from the CI are shown in parts a and b of
Figure 10, respectively. The change in C-H distances reflect
movement of the hydrogen atom above three carbon atoms
shown in Figure 8 to the CH2 groups of either CB or BCB.
The change in C-C distances indicate bridgehead formation
in BCB or double-bond formation for CB. Note, that the MEP
energetic pathways proceed directly downhill in both cases.

The hot ground-state BCB most likely results in a concerted,
asynchronous, conrotatory, ring-opening to BD similar to the
findings of Nguyen and Gordon.7d Thus, an efficient pathway
to form both BD and CB products proceeds through a conical
intersection.

The CI shown in Figure 8 also explains the BD product that
has one CHD terminal group when 2,2,4,4-deuterium substituted
BCB is irradiated with far-UV light. When reactant BCB is
substituted with 13C at the 2-position, the BD product may result
with the 13C at either middle or end positions. It is possible to
devise a scheme where the intermediate from Figure 8 can be
invoked to produce an intermediate diradical yielding CB, which
subsequently converts to BD with 13C substituted according to
Schemes 1 and 2. But early studies of the isotope effect of
hydrocarbons showed that substitution of 13C for 12C was small54

and would have little effect on changing product ratios or
accounting for the mechanism of 13C substitution.

9. Conclusions

The calculations presented in this article provide a nonintui-
tive result for the far UV photochemistry of BCB in solution,
especially the pathway for the formation of BD product. The
gas-phase excitation energies for both single-deteminant CIS,
RPA, TDDFT, and EOM-CCSD and CASPT2 methods are
in excellent agreement with the experimental values and are
found to have Rydberg character. Because all of the excited
states of BCB lead to an opening of the bridgehead bond, it is
difficult for the side bonds to undergo a concerted disrotatory
opening to produce BD. All attempts to find an excited-state
adiabatic pathway for the conversion of BCB to BD in the gas
phase proved unsuccessful.

Condensed-phase calculations are essential to understanding
product formation of excited BCB because the effect of solution
is to increase valence mixing of the ground and excited states
with antibonding character to weaken bonds. This mixing also
provides an enhanced ability to produce a CI intermediate where
the following conditions are fulfilled: the energies of the two
surfaces at the CI point are equal (E21A1

- E11A1
) 0); and the

derivatives of difference in energy with respect to q )
3, 4, · · · , 3N - 8 degrees of freedom (xq) are equal to zero
((∂(E21A1

- E11A1
))/(∂xq) ) 0). Note that two independent

variables (x1 and x2) are needed to define a conical intersection.
The most likely conclusion is that excitation to the 21A1 state

in solution is responsible for two competing reactions; on the
one hand, the conical intersection intermediate produces a
vibrationally hot BCB ground-state, which converts to BD in a
manner similar to the thermal ground-state reaction (part b of
Scheme 3); on the other hand, the formation of CB is produced
directly from the conical section intermediate as a result of a

[1,2]-H shift. However, the BD product could also be formed
from further reaction though electrocyclic ring opening of CB.
That this is a possibility might help explain the differences in
product ratios obtained by Becknell et al.3a and Adam et al.3b

because excessive irradiation may have been used in the former
experiment, which yielded more BD as a secondary product by
further irradiating the CB that is formed from the CI pathway.
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